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This course will introduce you to flexible statistical methods for the analysis of economic data,
namely nonparametric and semiparametric methods in econometrics and statistics.
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The main things you will learn in this course are how the nonparametric and/or
semiparametric methods work, their usage, and their properties. We will also cover
resampling methods and quantile regression.
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0. Introduction to nonparametrics (week 1):
What is nonparametric estimation?
Interest, main features and some simple methods

1. Density Estimation (week 2-3):

CDF estimation

Kernel estimator

Choice of bandwidth

Other aspects: kernel choice, boundary effect

Multivariate density: curse of dimensionality
2. Regression Estimation (week 4-5):

Kernel estimator: properties

Choice of bandwidth

Local polynomial estimator

Other methods: series estimators, smoothing splines
3. Bootstrap (week 6-7):

Naive bootstrap: confidence interval and test

Residual bootstrap for parametric regression models

Bootstrap for NP density and regression

4. Specification Testing of Regression Models (week 8-9):

Differencing test
Smooth test: Zheng’s test
Non-smooth test: Bierens’ ICM test
5. Semiparametric Models (week 10-11):
Partially linear model
Single-index model
Additive model
6. Quantile Regression (week 12, if time permits):

Estimation of quantile function: conditional and unconditional

Inference for quantile restrictions
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I will provide slides and notes for the students. Active interaction between students and the

instructor during the class is a necessary part of this course.
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Projector and computer installed with basic econometric softwares.
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There is no required textbook. A list of references and recommended readings will be given
during the lectures. A popular book about the usage of nonparametric methods in

econometrics is:



Li, Q. and Racine, J. (2006) "Nonparametric Econometrics"” (Princeton University Press)
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Silverman, B. W. (1986) "Density Estimation for Statistics and Data Analysis" (Chapman &
Hall/CRC)

Fan, J. and Gijbels, 1. (1996) "Local Polynomial Modelling and Its Applications™ (Chapman
& Hall/CRC)

Pagan, A. and Ullah, A. (1999) "Nonparametric Econometrics" (Cambridge University Press)
Horowitz, J.L. (2009) "Semiparametric and Nonparametric Methods in Econometrics
(Springer)
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Not necessary until now.

o BRERS ) EOR AR E AN
Students who are interested in this course should be motivated and focused during the course.
The course also encourages interaction between the instructor and the students.
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There will be regular assignments (50%) and a final exam (50%):

90% - 100% Grade A+

80% - 90% Grade A

70% - 79% Grade B

60% - 69% Grade C

0% - 59% Fail



