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Zhang junni is now associate Professor, Department of Business Statistics
and Econometrics, Guanghua School of Management, Peking University.
She graduated from University of Science and Technology of China and
received bachelor degree in Computer Software. In 2002, she achieved her
Ph.D in statistics from Harvard University.

Now her research interest focuses on areas like Causal Inference in Social
Sciences, Monte Carlo Methods, Data Mining and Applied Statistics. Her
papers have been adopted by many international top journals, such as

Journal of the American Statistical Association, Journal of Educational and Behavioral Statistics,
Statistica Sinica, Computational Statistics and Data Analysis, Journal of Chemical Physics.

Now she is member of American Statistical Association and International Chinese Statistics
Association. She is teaching courses like Probability , Mathematical Statistics, Quantitative
Methods in Management, Data Mining and Applications, Hierarchical Linear Models and
Statistical Analysis for Business.
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1 Learning Goal 1 Graduates will be thoroughly familiar with the specialized knowledge and
theories required for the completion of academic research.
1.1 Objective 1 Graduates will have a deep understanding of basic knowledge and theories
in their specialized area.
1.2 Objective 2 Graduates will be familiar with the latest academic findings in their
specialized area and will be knowledgeable about related areas.
1.3 Objective 3 Graduates will be familiar with research methodologies in their specialized
area, and will be able to apply them effectively.

2 Learning Goal 2 Graduates will be creative scholars, who are able to write and publish
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high-quality graduation dissertation and research papers.

2.1 Objective 1 Graduates will write and publish high-quality graduation dissertation and
research papers

2.2 Objective 2 Graduates will be critical thinkers and innovative problems solvers.

Learning Goal 3 Graduates will have a broad vision of globalization and will be able to

communicate and cooperate with international scholars

3.1 Ohbjective 1 Graduates will have excellent oral and written communication skills

3.2 Objective 2 Graduates will be able to conduct efficient academic communication in at
least one foreign language

Learning Goal 4 Graduates will be aware of academic ethics and will have a sense of social
responsibility.

4.1 Objective 1 Graduates will have a sense of social responsibility.

4.2 Objective 2 Graduates will be aware of potential ethical issues in their academic career.
4.3 Objective 3 Graduates will demonstrate concern for social issues.
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relationship management. John Wiley & Sons.
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Breiman, L., Friedman, J. H., Olshen, R. A. and Stone, C. J. (1984). Classification and regression
trees. Chapman & Hall, New York.

Kohonen, T. (1995). Self-organizing maps, 3rd edition. Springer-Verlag.

McCullagh, P. and Nelder, J. A. (1989), Generalized linear models, second edition. Chapman &
Hall/CRC.

Pyle, D. (1999). Data preparation for data mining. Morgan Kaufmann Publishers.

Ripley, B. D. (1996). Pattern recognition and neural networks. Cambridge University Press.
Rubin, D. B. (1987). Multiple imputation for nonresponse in surveys. John Wiley & Sons, Inc.
Samarasinghe, S. (2006). Neural networks for applied sciences and engineering: from
fundamentals to complex pattern recognition. Auerbach.

Zhang, C. and Zhang, S. (1998). Association rule mining. Springer-Verlag.
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